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Abstract—This paper presents methodologies for 

suppressing the spatial and the temporal noise in a CMOS 

image sensor (CIS). First of all, it demonstrates by using a 

longer-length column bias transistor, both the fixed pattern 

noise (FPN) and temporal noise can be suppressed. 

Meantime, it employs column-level oversampling 

delta-sigma ADCs to suppress temporal noise as well as to 

facilitate the realization of the thermal compensation of 

dark signal non-uniformity (DSNU). In addition, the image 

pixels are re-configured as temperature sensors with 

inaccuracies within ±0.65 ºC, between -20 and 80 ºC.  If the 

dark current and its non-uniformities are caused by 

thermal gradients, the obtained in-pixel thermal 

information can be employed to compensate for the 

measured dark current by 95 % and DSNU, up to 13 %. All 

the column-level 13 bit 2nd-order incremental delta-sigma 

ADCs are measured with SNR around 65 dB and INL 

around 1.5 LSB, when tested with a -8 dB input signal and 

sampling at 2 MHz with an oversampling ratio (OSR) of 

128, when the full scale voltage is 2 Vp-p. The 4T Pinned 

Photodiode (PPD) CIS is measured to have a temporal 

noise of 34 µV rms (with an OSR of 128, or, an input 

referred temporal noise of 0.5 e- rms, with a conversion 

gain, CG, of 73 µV/ e-),  a column gain FPN of 0.06 %, a 

dynamic range (DR) of 92 dB (with OSR=512), as well as a 

linearity of 1 %. It has a measured DSNU of 3.2 %, after 

the thermal compensation using the in-pixel temperature 

sensors, a dark current of 290 pA/cm2 and 15 pA/cm2, 

measured at 60 ºC, before and after the thermal 

compensation, respectively. 

 
Index Terms—CMOS image sensor, dark current, DSNU, 

delta-sigma ADC, temperature sensor, thermal compensation 

 

I. INTRODUCTION 

PN caused by non-uniformities among a CIS array 

deteriorates the image quality.  It originates from device 

mismatches and dark current non-uniformities. In general, 

offset mismatches among pixels can be compensated using 

correlated double sampling (CDS). The gain mismatches can be 

compensated by adjusting each pixel or each column’s gain [1]. 
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Previously, significant improvement in FPN has been reported 

using digital CDS and column-level incremental delta-sigma 

ADC in [2]. On the other hand, dark current and DSNU are, to a 

large extent, affected by the electron-hole pair generations 

within the image pixel device. As dark current is positively 

correlated with the intrinsic carrier concentration ni, which 

doubles every 11 ºC, thermal gradients among a CIS array also 

add to dark current non-uniformities. Previously, reference [3] 

reduces the dark current by optimizing the pixel architecture. In 

[5], the CIS pixels are reconfigured for thermal sensing to 

compensate dark current and DSNU. Compared to the 

aforementioned publications [1]‒[5], the highlights of this 

paper is as follows: (1) Suppression of the temporal noise that is 

measured along with the dark FPN (DSNU) using column-level 

2nd-order oversampling ADCs. (2) Lower DSNU is achieved by 

using a longer-length current bias transistor in the column 

circuitry. (3) The DSNU component that is caused by thermal 

gradients is suppressed using the information generated by the 

in-pixel temperature sensors, which are designed for less 

process variability and hence provide a 3σ inaccuracy of ±2.2 

ºC by calibrating at room temperature. The improvement of the 

proposed temperature sensors’ accuracy with less trimming 

points (one point) is through using a longer bias-current-source 

device length. (4) The CIS is measured a temporal noise of 34 

µV rms, with a CG of 73 µV/e- and an OSR of 128. It has a 

measured gain column FPN of 0.06 %, a DR of 92 dB and a 

non-linearity of 1 %. To explain the aforementioned (1): In 

principle, DSNU is a FPN that cannot be altered by 

oversampling, which is a noise reduction technique. However, 

when the images are not averaged over a very large number of 

frames, e.g., the temporal noise is measured along with the 

DSNU. Particularly, compared to our previous work in [5], this 

paper further reduces DSNU and the process variability among 

the in-pixel temperature sensors through: (i) longer-length 

current bias devices while keeping its pixel design unchanged 

and (ii) higher order of incremental delta-sigma modulators.  

This paper is organized as follows. Section II explains the 

operating principles of the CIS array: the 4T PPD image  pixel 

and its column-level biasing circuits, whose influence on FPN 

is also discussed. Monte Carlo simulations about FPN are 

reported in Section III. An analysis of the measured DSNU plus 

temporal noise is given in IV. Section V and VI show the 

proposed the 2nd order incremental delta-sigma ADCs’ circuit 

schematic and measurement results, respectively. Section VII 

shows measurement results of the CIS’s temporal noise, FPN, 

dark current and DSNU, using the proposed incremental 
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delta-sigma ADCs and, along with the thermal compensation 

methods. Section VIII concludes this work.  

II. 4T PPD CIS ARRAY  

A. Pixel Architecture and Operating Principle 

Fig. 1 shows a block diagram of the proposed CIS. This work 

makes use of conventional 4T PPD pixels. The schematic of the 

4T PPD pixel employed in this design is shown in Fig. 2. It is 

based on a classical architecture and its timing diagram is 

drawn in Fig. 3: when the row select switch turns on at t1(0), as 

the reset switch is on (to prevent background illumination), the 

pixel output VPIX goes up to VPIX_SUP-VGS, where VGS is the 

gate-source voltage of the source-follower transistor (SF), if 

VRST > VPIX_SUP + VTH,RST, where VTH,RST is the threshold voltage 

of the reset transistor MRST. At t2(0),  MRST turns off and VPIX 

drops due to cross coupling from the falling clock signal at RST. 

At this moment, the column ADC starts to quantize the reset 

voltage, during TADC,1, until t3(0). TADC,1=2OSR·Ts, where Ts is 

the sampling clock duration, Ts = 1/fs while fs is the delta-sigma 

ADC sampling clock frequency. OSR is the oversampling ratio 

of the ADC. Then, the transmission gate TG turns on and the 

photon induced charge inside the PPD is transferred to the FD. 

Once the TG turns off, the signal voltage is quantized by the 

ADC, during TADC,2, with: TADC,2 = TADC,1. At the end of each 

row readout period, the switches, RST and TG are turned on at 

the same time to eliminate all the charges inside the PPD. At 

t1(T1), the next row begins to be readout, and T1 is the single 

row readout time. For an array having N rows, the frame 

readout time would be N∙T1.  
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Fig. 1 Block diagram of the proposed CIS.  

B. Imager Based Temperature sensor 

The imager based temperature sensor re-uses the image pixel 

for thermal sensing [5]. To make sure a proper thermal sensing 

function, the following conditions have to be met: (1) VRST > 

VPIX_SUP+VTH,RST, then VPIX = VPIX_SUP-VGS if neglecting the 

voltage drop across the row select transistor. (2) TG must be off 

to avoid light induced charge which might disturb the FD node 

voltage. (3) All the pixels in the same column are selected so 

that the actual SF area equals that of a single SF times the 

number of devices in the same column. In this manner, if the SF 

works in subthreshold region, its voltage outputs, when biased 

with ratiometric currents,  has a 

proportional-to-absolute-temperature (PTAT)  behavior [5]: 

ln( )GS

nkT
V N

q
                                  (1) 

where n is a process dependent factor; k is the Boltzman 

constant; T is the absolute temperature in Kelvin and q is the 

unit electron charge. N is the ratiometric current ratio, e.g., 4 in 

this design and it is set precisely by a dynamic element 

matching (DEM) circuit. The thermal dependent voltage ∆VGS 

is readout by the column incremental delta-sigma ADC as well. 

C. Mismatches that cause FPN 

It is well known that FPN caused by mismatches can be 

reduced by increasing device sizes. However, the pixel pitch is 

crucial for image quality and thus cannot be altered arbitrarily. 

For instance, if, increasing the SF size, the fill factor will drop. 

In theory, the mismatches between two current sources are [6]: 
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 where At, Ak SVt, SK are the process parameters and D is the 

distances between the (two) devices. W and L are the width and 

length of the transistors, respectively; gm, Vt and ID are 

transconductance, threshold voltage and bias current of 

transistors, respectively.  K’=µnCOXW/L where µn is the surface 

carrier mobility and COX is the oxide capacitance per unit area. 

Meantime, the mismatches between two SF transistors when 

biased with the same current level is [6]: 

   

   𝜎2(∆𝑉𝐺𝑆) =
1

𝑊𝐿
[𝐴𝑡

2 + 𝐴𝐾′
2 (

𝐼𝐷

𝑔𝑚
)

2
]            (3) 

 

Note the contrast between equation (2) and (3): one decreases 

and another increases with ID/gm ∝ VGS-VTH. Transistor-level 

Monte Carlo simulations will be performed in Section III to 

further explain the above statement. 
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Fig. 2 Schematic of a 4T PPD image pixel.  
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Fig. 3 Proposed image sensor’s timing diagram 

III. MONTE CARLO SIMULATIONS OF FPN 

To investigate the influence of column biasing circuits on the 

pixel and the column FPN, Monte Carlo simulations are 

performed in Cadence Environment, using 0.18 µm transistor 

level design. Firstly, in this section/paper, FPN is defined as the 

ratio between the standard deviation and the mean of the 

measured value.  To focus investigating on the effects from the 

column bias circuits, the pixel size and other circuit parameters 

are maintained. Fig. 4 shows the column bias circuit schematic 

employed in the simulation. Fig. 5 compares the gain and offset 

FPNs against the device length, while W and L are increased in 

proportion to keep VGS-VTH constant. Fig. 6 shows the offset and 

gain FPN extracted from 100 Monte Carlo runs, versus 

overdrive voltage VGS-VTH = 2ID/gm when keeping the bias 

current constant by adjusting W accordingly, for the same line 

in  Fig. 6. The device L is 1.2 µm (in Fig. 4) to make sure the 

influence from increasing W is negligible. When the transistor 

multiplier m increases from 1 to 8, the bias currents go up 

proportionally. 

I1
Iideal

VPIX

 

Fig. 4 Column bias circuit for the Monte Carlo simulations. 

 

Fig. 5 100 Monte Carlo runs of pixel gain and offset FPN, versus device 

dimension L. W is increased in proportion to keep the bias current and overdrive 

voltage constant. The column current is approximately 3.6 µA. 

A few observations and deductions can be made from Fig. 5 

and Fig. 6. Firstly, when the transistor length (and width) is 

relatively small, the mismatches from current bias circuits can 

contribute an equal or more weight to the total gain and offset 

FPN, compared to those from the pixel. For example, the 

mismatches among the pixels contribute to around 0.06 % (gain 

FPN) in the bottom graph of Fig. 5. Accordingly, when W and 

L (of the column bias transistors) are smaller, the gain FPN is 

0.13 %, indicating that they (the column bias devices) 

contribute more than 0.11 % to the total gain FPN. Secondly, 

when the channel length reaches a reasonable level (e.g., 1.2 

µm), the contributions to the total FPN from the bias current’s 

mismatches become less significant. Thirdly, as expected in 

equation (1), for the same  VGS-VTH , the larger the bias current, 

the worse the FPN is, as shown in Fig. 6, from m = 1 to m = 8 ( 

m is the transistor multiplier number). Fourthly, despite the 

predictions in equation (1), an increased overdrive voltage 

VGS-VTH does not necessarily lead to any decrease in offset or 

gain FPN, at least when the device size is reasonably large. 

Possible reasons include: W is larger for smaller VGS-VTH to 

maintain the same current; the bias transistor goes from weak to 

strong inversion as VGS-VTH rises and when it is in weak 

inversion, it is less sensitive to VTH, which in its turn is process 

dependent. Although this is not exactly what has been predicted 

in equation (1), it is a more practical situation: one cannot 

change VGS-VTH  while leaving the bias transistor area intact. 

The last but not the least, one thing that is certain from Fig. 6 is 
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that if one wants to minimize the FPN, one has to use a 

moderate current level that meets the speed requirements. As a 

larger current would increase the mismatches among the pixel 

SFs, as shown in  Fig. 6. 

 

Fig. 6 100 Monte Carlo simulations of pixel gain and offset FPN, versus 

VGS-VTH, when current is kept the same (for the same line) by adjusting bias 

transistor width W. The effects from varying W is kept to a minimum by using a 

considerably large L=1.2 µm.  m is the transistor multiplier number to increase 

the current proportionally.  

IV. NOISE COMPOSITION  

The measured dark FPN plus temporal noise(𝜎𝑀𝐸𝐴𝑆𝑈𝑅𝐸𝐷
2 ), is 

defined in this paper, as a combination of the DSNU (𝜎𝐷𝑆𝑁𝑈,𝐼
2 ), 

which is the FPN and the temporal noise (𝜎𝑇𝐸𝑀𝑃𝑂𝑅𝐴𝐿
2 ), in the 

following manner: 

 

𝜎𝑀𝐸𝐴𝑆𝑈𝑅𝐸𝐷
2 =𝜎𝐷𝑆𝑁𝑈

2 + 𝜎𝑇𝐸𝑀𝑃𝑂𝑅𝐴𝐿
2 /𝑂𝑆𝑅        (4) 

 

which indicates that when averaging more number of frames 

and the temporal noise is suppressed, and the measured noise 

approximates the DSNU. The temporal noise of an image 

sensor can be expressed in electrons (e-), which is referred to 

the SF gate. Theoretically, the input referred  temporal noise 

power spectral density (PSD) is [7]: 
2

2 2 2
1 2

1 1 1

8 1
( ) (1 )

3
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g g g f

  
       
   

 (5) 

where the Boltzman constant k=1.38e-23 J/K; gm1,2 and Nf1,2 are 

the trans-conductance and flicker noise parameters of the SF 

and the bias circuit common source transistor, respectively. 

Indicated in equation (3): increasing the area of the biasing 

circuit to a reasonable degree would help to reduce the flicker 

noise. In addition, to reduce the input referred temporal noise, 

one might increase W/L of the SF, albeit this may be 

impractical or infeasible, as the layout of the SF is optimized 

for imaging performances. Therefore, for gm1 set by the 

combination of the SF geometry and the bias current 

determined by speed, one could reduce gm2, by reducing its W/L 

ratio. The temporal noise shown in equation (3) is further 

suppressed by a factor of √OSR (of the column oversampling 

ADC), e.g.,  if OSR=128, the noise could be further suppressed 

by a factor of 11.  

V. 2ND ORDER INCREMENTAL DELTA-SIGMA ADC 

Fig. 7 shows the schematic of the 2nd order incremental 

delta-sigma ADC used in this design, in reference to [8] below. 

Despite the pixel output is single-sided, the ADC is actually 

fully differential, whose design considerations are better power 

supply rejection ration (PSRR) and immunity to even order 

harmonic distortion. Its second input is the common mode 

voltage. At a supply voltage of 3.3 V, the opamp has a DC gain 

of 72 dB and unity-gain-bandwidth (UBW) of 20 MHz with a 

loading capacitor of 400 fF. C11 is sized according to the noise 

requirements kT/C11/OSR (e.g., 10 µV in this design, when 

OSR=128). The power supply is equal to the pixel supply 

voltage to ensure the ADC is able to handle the pixel output. 

The first stage opamp is sized 4 times as large as the second, 

both of which share the bias circuits. Being a fully differential 

design, it has a folded cascode architecture and needs a 

switched capacitor common mode feedback (CMFB) [8]. The 

comparator design is similar to that in [9], except our design has 

a pre-amp biased by a constant voltage for lower noise. Its 

output is bit stream and the decimation filter is off-chip for 

more flexibility in post-processing. The delta-sigma’s 

measurement results will be reported in Section VI. 

  A
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Fig. 7 Schematic of the 2nd-order delta-sigma modulator in this design. 

VI. MEASUREMENT RESULTS OF COLUMN-LEVEL 

INCREMENTAL DELTA-SIGMA ADC 

Fabricated using 0.18 µm CIS technology, a micrograph of 

the chip is shown in Fig. 8. Each of the 14 column incremental 

delta-sigma ADCs occupies an area of  20 µm × 900 µm. The 

CIS pixel pitch is 11 µm × 11 µm. With a power supply voltage 

of 3.3 V, the ADC consumes 36 µW of power. 

The column-level incremental delta-sigma ADCs, based on 

the schematic shown in Section V,  are measured. The input 

signal is a 800 mVp-p (-8 dB of the full scale voltage, which is 

2 Vp-p), 349 Hz sine wave, generated by an Agilent 3220A 

function generator. The reference voltage range of the ADC is 2 

V (as a fully differential ADC, with low voltage reference of 

0.7 V and high voltage reference of 1.7 V). The digital outputs 

are captured by Labview and post-processed using decimator 

filters implemented in MATLAB. Instead of using a 13 bit 

(max bit weight=128) cascade integrator as that in [10], two 

cascade 5.5 bit ones (max bit weight=64) are employed to 

further suppress high frequency noise. The FFT plot measured 

of column #1 at a sampling frequency of 2 MHz and OSR = 128 
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(after the decimation filter) is shown in Fig. 9.  By quadrupling 

the OSR (128 compared to 32), SNR is increased by 

approximately 12 dB, as shown in Fig. 10.  

 

 

Fig. 8 Micrograph of the chip. 

 

Fig. 9 Measured FFT the column #1 incremental delta-sigma ADC, when input 

signal is at -8 dB of full scale, when OSR=128, 13 bit, and sampling at 2 MHz. 

This result is after the decimation filter. 

 

Fig. 10 Measured SNR versus oversampling frequency (OSR), when input 

signal at -8 dB of full scale, and sampling at 2 MHz. 

VII. MEASUREMENT RESULTS OF THE CIS 

Fabricated using 0.18 µm CIS technology, the 64×32 CIS 

array was shown in Fig. 8. The pixel architecture is based on the 

4T PPD image pixel schematic shown in Fig. 2. Its column 

ADCs are those measured in Section VI. 

A. Column FPN  

In our FPN measurements, the change of column bias 

transistor device width, to keep the bias current constant, is 

realized by the dynamic element matching (DEM) circuit with a 

phase number of 4. Fig. 11 shows the measured column level 

offset and gain FPN, for different current levels. It can be seen 

that a larger bias current reduces the column offset FPN and 

increases the column gain FPN. In addition, the gain FPN 

decreases with increased VGS-VTH, especially when VGS-VTH is 

relatively smaller. As in practice, the offset FPN can be 

corrected by CDS, one may need to keep the bias current low, 

as long as the speed requirements are met, for reducing column 

gain FPN.  

 
Fig. 11 Measured column FPN versus VGS-VTH for different levels of current 

bias.  

B. Temporal Noise 

The pixel temporal noise has been measured, referred to the 

pixel output, among 100 captures, from 256 pixels and its 

histogram is shown in Fig. 12. The averaged noise is measured 

34 µV rms, when the OSR of the ADC is kept at 128, but the 

full scale voltage is reduced to 250 mV (while still sampling at 

2 MHz) so that the noise measurement is not limited by the 

resolution (250 mV/(2·2^13) = 15 µV) of the ADC. The 

conversion gain (CG) of the pixel is 73 µV/e- and the measured 

averaged noise level translates to less than 0.5 e- input referred 

temporal noise. When the OSR is lower, the measured noise 

increases, in a similar manner as shown in Fig. 10. The low 

temporal noise, compared to [5] and [10] can be explained as 

follows: (i) higher order (2nd versus 1st order) oversampling 

ADCs and (ii) longer length (4 µm versus 1 µm)  of the column  

current biasing devices and its smaller W/L.  

 

Fig. 12 Measured pixel output referred temporal noise histogram among 100 

frames from 256 pixels, when the CG is 73 µV/e- and the OSR equals 128. 

C. Imager based Temperature Sensor 

For thermal sensing, the image pixel array is reconfigured by 

selecting all the 64 rows’ SF in the same column and then 

quantized by the column 2nd-order delta-sigma ADCs. 26 pixel 

column based temperature sensors have been measured from 2 

chips, at an interval of 10 ºC, between -20 ºC and 80  ºC and 

their measurement results are shown in Fig. 13. The reference 



1558-1748 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2019.2941122, IEEE Sensors
Journal

> SUPPRESSION OF SPATIAL AND TEMPORAL NOISE IN A CMOS IMAGE SENSOR< 

 

6 

temperature (x-axis) is from a calibrated temperature sensor, 

pt100 having an accuracy of 0.02 ºC. Without calibration, the 1 

σ process variability among all the pixel column based 

temperature sensors is around ±0.45 %. The sensor outputs 

change by approximately 600 DN over 100 ºC, which makes a 

resolution of 0.16 ºC/DN. Upon a two-point calibration at -10 

and 60 ºC for each individual sensor and then after a 2nd-order 

master curve fitting for all the sensors, the measured errors are 

less than ±0.65 ºC, with 3 σ inaccuracy less than ±1.4  ºC. 

Alternatively, upon a one-point calibration for each sensor at 30 

ºC and a 2nd-order master curve fitting, the measured errors and 

3 σ inaccuracy are less than ±1.2 ºC and ±2.2 ºC, respectively. 

Normally, at least a one-point calibration can be done, 

otherwise, the untrimmed accuracy can be kept within ±3  ºC, 

taking into account the process variability of 0.45 % (1 σ), 

which will add ±1.5 ºC of additional errors, when the sensors 

are untrimmed. Alternatively, if using the entire pixel array as 

one temperature sensor, the thermal sensing accuracy can be 

kept within ±0.2 ºC. Compared to our last prototype in [5], this 

work has less untrimmed process variability and hence better 

accuracy upon a one-point calibration, due to longer bias 

current device length, while maintaining the pixel design and 

layout dimensions. 
 

 

Fig. 13 Measured digital outputs (DN, left) and errors upon a two-point 

calibration for each sensor at -10 and 60 ºC (middle) and errors upon a 

one-point calibration at 30 ºC (right).  

D. Dark current, DSNU plus temporal noise (total noise) and 

their thermal compensation 

This section describes the compensation for dark current and 

the attempts to suppress the temporal noise that is measured 

along with the dark FPN, when the dark FPN is not averaged 

for many frames, e.g., 10000, to suppress the temporal noise to 

a negligible level, using column-level oversampling ADCs, as 

well as using the in-pixel thermal information. Fig. 14 (left 

graph) shows the measured dark current, between 30 ºC and 80 

ºC. It can be seen at 60 ºC, the measured dark current is around 

2200 e-/s, or equivalently 290 pA/cm2, with a fill factor of 50 %, 

in a 11 µm × 11 µm pixel. Meantime, the dark current is 

modeled with an exponential fit (y = a∙exp(b∙T), where a and b 

are constants and T is the temperature). When using the 

measured temperature T (from the temperature sensors from 

Section C) to predict the dark current y, based on known a and b 

obtained from the left graph, the prediction can be as close as 

95 %. In other words,  the estimation errors are within ±5 %. 

Fig. 15 shows the dark signal before thermal compensation. It 

shows visible column FPN like dark non-uniformity (shade). 

However, the column gain FPN has been measured to be no 

more than 0.15 % in Section A. In general, both an elevated 

temperature and increased thermal gradients contribute to dark 

FPN. Using the imager based temperature sensors presented in 

Section C, each of the middle 22 columns’ temperature has 

been measured and shown in Fig. 17. It can be seen that a 0.4 ºC 

of thermal gradients has been measured across the array. The 

generations of the thermal gradients are because other circuits 

(not related to this paper) are also implemented on the same 

chip and generate some heat to the left side of the image pixel 

array in this paper. The dark FPN is measured to decrease from 

3.6 % to 3.2 %, by an absolute 0.4 % and relative 13 %, using 

thermal compensation facilitated by the in-pixel temperature 

sensors. The dark FPN plus temporal noise is also measured 

versus the OSR and shown in Fig. 18, indicating a reasonable 

large OSR (e.g., 48) in fact suppresses the temporal noise, 

compared to when OSR is smaller and also makes the thermal 

compensation more effective. The explanations can be similar 

to that in [2] which demonstrates that oversampling (correlated 

multiple sampling, CMS) reduces the temporal noise, which is 

measured along with the column FPN [2]. 

E. Linearity 

The non-linearity of the CIS has been measured to be lower 

than ±1 %, between 5 % and 95 % of its saturation level and 

with the OSR=128, as shown in Fig. 19. The largest value of a 

13 bit ADC measuring the linearity is 213=8192, when 

OSR=128, so the output range of the CIS is approximately 

(6000/2^13)×2 V=1.46 V. Taking into considerations the 

measured readout noise of 34 µV in Section B, the dynamic 

range of the CIS can be 92 dB (when OSR=128).  

 

Fig. 14 Measured dark current (in e-/s, logscale, left) and the estimation errors 

(right) using its exponential fit y = a∙exp(b∙T).  
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Fig. 15 Measured dark signal before thermal compensation, at 60 ºC and 500 

ms. 

 

Fig. 16 Histograms of measured dark signal before (at 60 ºC and 500 ms) and 

after thermal compensation (room temperature), using y = a·exp(b·T) and the 

thermal map of Fig. 17.  

 

Fig. 17 Measured thermal map of the CIS array, using the column-imager based 

temperature sensors of Section C, for thermal compensation of Fig. 15. The 

temperature sensors are calibrated before hand to ensure minimum 

measurements errors. 

For noise suppression, the upper limit of the column bias 

transistor’s length is set by the speed requirements. The reasons 

are a longer device length (and width) leads to larger parasitic 

capacitance at the column output. The oversampling ADC’s 

conversion time increases with its oversampling ratio. 

Fortunately, for each sampling, its conversion time can be 

shorter (compared to an alternative without oversampling), as 

its input capacitance can be kept smaller (for the same kT/C 

noise level), thanks to oversampling. The thermal 

compensation of dark current in a CIS can be performed much 

less often than the readout of the image sensors, as the thermal 

networks are slower compared to their electronic alternatives. 

 

Fig. 18 Meaured dark FPN (DSNU) and temporal noise, along with 

quantization noise when the OSR is lower (e.g., lower than 30), before and after 

thermal compensation, versus OSR.  

 

Fig. 19 Measured Non-linearity of the image sensor between 5 % and 95 % of 

the saturation level. 

VIII. CONCLUSIONS 

This paper aims to suppress the temporal noise which is 

measured along with the spatial dark FPN (DSNU) and to 

compensate for the dark current of a CMOS image sensor.  This 

is achieved by: (i) longer-length column-level current bias 

devices, (ii) column-level 2nd-order incremental delta-sigma 

ADCs and (iii) imager-pixel based thermal sensors. 

Particularly, for (i), this paper demonstrates that by using 

sufficiently large current bias devices, both the FPN and the 

temporal noise can be suppressed quite effectively, without 

modifying the pixel design. The dark current is compensated by 

92 % and the FPN is further suppressed by 13 %, with the aid of 

in-pixel thermal sensing. The CIS is measured to have a 

temporal noise of 34 µV rms (0.5 e- rms input referred, with 

OSR = 128 and with a CG of 73 µV/e-), a DR of 92 dB, a dark 

current of 290 pA/cm2, before compensation and equivalent to 



1558-1748 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2019.2941122, IEEE Sensors
Journal

> SUPPRESSION OF SPATIAL AND TEMPORAL NOISE IN A CMOS IMAGE SENSOR< 

 

8 

15  pA/cm2 after compensation, at 60 ºC, and a dark FPN 

(DSNU)  of 3.2 % (OSR = 64), a non-linearity better than 1 % 

and a column gain FPN of 0.06 %. It is well known by using 

oversampling ADC, the temporal noise can be reduced. This 

paper demonstrates that since the temporal noise is also 

measured along with the dark FPN (DSNU) (when, in most 

applications, the measured dark FPN is not averaged for many, 

e.g., 10000 frames, to suppress the temporal noise to a 

negligible level), the total measured DSNU plus temporal noise 

can be reduced, as the OSR increases, until the point that the 

temporal noise is negligible. A comparison of this design with 

the state-of-the-art CISs is shown in Table I. Table II compares 

the proposed imager based temperature sensor with the 

state-of-the-art MOS based temperature sensors: this work 

requires no additional area while maintaining the FOM and 

relative accuracy.  
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