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Better Pictures 
Through Physics

Albert J.P. Theuwissen

The state of the art of CMOS image sensors.

OOver the last decade, CMOS image 

sensor technology has made huge 

progress. Not only has the imager’s 

performance improved drastically, 

but there has also been great com-

mercial success since the introduc-

tion of mobile phones with onboard 

cameras. Many scientists and mar-

keting specialists predicted 15 years 

ago that CMOS image sensors were 

going to take over completely from 

charge coupled device (CCD) imag-

ers, just as CCD imagers took over 

the imaging business from tubes in 

the mid-1980s [1].

Although CMOS technology has 

a strong position in imaging today, 

it has not obliterated the CCD busi-

ness. The CMOS push has actually 

drastically increased the size of the 

overall imaging market because 

CMOS image sensors created new 

application areas that have boosted 

the performance and market for 

CCD imagers as well.

Impact of CMOS Scaling 
on Image Sensors
It is common knowledge that scal-

ing eff ects in CMOS technology al-

low the semiconductor industry 

to make smaller devices. This rule 

holds for CMOS imaging applica-

tions as well. 

Figure 1 provides an overview of 

CMOS imager data published at the 

International Electron Devices Meet-

ing (IEDM) and the International Sol-

id-State Circuits Conference (ISSCC) 

over the last 15 years [2]. 

The blue line in Figure 1 illus-

trates the CMOS scaling eff ects over 

the years, as described by the ITRS 

road map [3]. The green line shows 

the technology node used to fabri-

cate the reported CMOS image sen-

sors, and the red line  illustrates the 

pixel size of the same devices. 

The following points should now 

be clear:

CMOS image sensors use a tech- ■

nology node that lags behind the 

technology nodes of the ITRS. 

The reason for this is quite sim-

ple: Very advanced CMOS pro-

cesses used to fabricate digital 

circuits are not imaging-friendly 

because of issues such as large 

leakage current, low light sen-

sitivity, noise performance, and 

so on.  Digital Ob ject Id entifier 10.1109/MSSC .2010.936662 
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CMOS image sensor tech- ■

nology scales at almost the 

same pace as standard digi-

tal CMOS processes.

Pixel dimension scales with  ■

the technology node used, 

and the ratio of pixel size 

over technology node is 

about a factor of 20.

Shrinking the pixel size for 

CMOS image sensors is a very 

important driver for the over-

all imaging business. It has a 

very large impact on various 

parameters of the complete 

camera system. For instance, 

if the pixel size or pitch of a 

CMOS image sensor is equal 

to p, then the scaling factors 

for various parameters, keep-

ing the total pixel count un-

changed, are as follows:

pixel pitch:     ■ ,p 

pixel area:        ■ ,p2

chip area:       ■ ,p2

chip cost:        ■ ,p2

energy to read  ■

the sensor:    ,p2

lens volume:    ■ ,p3

camera volume:    ■ ,p3

camera weight:   ■ ,p3.

From this list it is clear 

that there is a very strong 

force driving the industry to 

shrink pixel size as much as 

possible. Unfortunately, mak-

ing pixels smaller exerts a negative 

eff ect on their optical and electrical 

performance. The relation between 

pixel size and certain measures of 

camera performance is generally as 

follows:

depth of fi eld:   ■ ,p21

depth of focus:   ■ ,p21

signal-to-noise ratio:  ■ ,p22

dynamic range:   ■ ,p22.

The eff ects of shrinking a pixel 

can be summarized as follows: as 

long as a camera stays in its packag-

ing, smaller pixels have only advan-

tages. Once the camera is switched 

on, however, smaller pixels bring 

only disadvantages. 

The market for consumer appli-

cations is demanding smaller pixel 

sizes at the same time that progress 

in CMOS technology is off ering the 

means to fabricate them. But as is clear 

from the discussion above, smaller 

pixels result in a weaker performance 

of the imager. It is a real challenge to 

improve pixel design and processing 

technology simultaneously so as to 

counteract the loss of performance 

due to shrinking pixels. 

CMOS Pixel 
Architectures
In principle, the architecture of a CMOS 

image sensor is very similar to that of 

a digital memory (see Figure 2). 

It is composed of:

an array of identical pixels, each  ■

having at least a photodiode and 

an addressing transistor (the num-

ber of pixels today ranges from 

330,000 for VGA-size imagers 

to 24 million or more for pro-

fessional applications)

a  ■ Y -addressing or scan reg-

ister to address the sensor line-

by-line, by activating the in-pix-

el addressing transistor

an  ■ X -addressing or scan 

register to address the pixels 

on one line, one after another

an output amplifi er.  ■

Figure 3 shows a photo-

graph of an ultra-large area de-

vice intended for digital X-ray 

mammography. 

The structure of the pixels 

can be very simple: a combi-

nation of a photodiode and an 

addressing transistor that acts 

as a switch (see Figure 4). 

The working principle can be 

understood as follows [4]:

At the beginning of an ex- ■

posure, the photodiode is re-

verse-biased to a high voltage 

(e.g., 3.3 V).

During the exposure time,  ■

impinging photons decrease 

the reverse voltage across the 

photodiode.

At the end of the exposure  ■

time, the remaining voltage ac-

ross the diode is measured; its 

drop from the original value is a 

measure for the amount of pho-

tons falling on the photodiode 

during the exposure time.

To allow for a new exposure cycle,  ■

the photodiode is reset.

FIGURE 1: Evolution of the pixel size, the CMOS technol-
ogy node used to fabricate the devices, and the minimum 
dimension according to the International Technology Road-
map for Semiconductors (ITRS).
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FIGURE 2: Architecture of a two-dimensional CMOS image 
sensor.

FIGURE 3: Photograph of a commercially 
available CMOS image sensor intended 
for X-ray mammography applications. 
Device area: 77 mm by 145 mm; pixel size: 
33.55 mm by 33.55 mm; in total, 2,304 by 
4,320 pixels. The design and packaging of 
this sensor is done in such a way that the 
packaged sensor is three-sided buttable. 
(Courtesy of DALSA Professional Imaging.)
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This so-called passive pixel is 

characterized by a large fi ll factor 

(ratio of diode area and total pixel 

area), but unfortunately the pixel 

suff ers from a large noise level as 

well. The reason for this is the mis-

match between the small pixel ca- pacitance and the large vertical bus 

capacitance. 

A major improvement in the noise 

performance of pixels was obtained 

by the introduction of the active pix-

el concept [5]–[7]. In this approach, 

every pixel gets its own in-pixel 

 amplifi er, being a source follower 

(see Figure 5). 

The pixel is composed of the 

photodiode, the reset transistor, 

the driver of the source follower, 

and the addressing transistor. The 

current source of the source fol-

lower is placed at the end of the 

column bus. The working principle 

of the active pixel sensor (APS) is 

basically the same as for the pas-

sive pixel sensor:

The photodiode is reverse-biased  ■

or reset. 

Impinging photons decrease the  ■

reverse voltage across the photo-

diode.

At the end of the exposure time,  ■

the pixel is addressed and the volt-

age across the diode is brought 

outside the pixel by means of the 

source follower.

The photodiode is reset again. ■

This concept of the APS became 

very popular in the mid-1990s be-

cause it solved a lot of noise issues. 

Unfortunately, the thermal kTC noise 

component, introduced by the reset-

ting of the photodiode, remained.

To solve the issue of kTC FET noise 

in the presence of a fi ltering capaci-

tor, the so-called pinned photodiode 

(PPD) pixel, also popular in CCD im-

age sensors, was introduced. The 

PPD pixel has the great advantage 

of allowing correlated double sam-

pling (CDS) to cancel the kTC noise 

of the reset action, the 1/f noise of 

the source follower MOS transistor, 

and the dc off set introduced by the 

source follower [8]. CDS in CMOS im-

age sensors was demonstrated for 

the fi rst time with a photogate APS 

pixel [9]. As was the case with CCDs, 

having the CDS option in CMOS im-

agers was a real breakthrough that 

allowed CMOS imagers to achieve 

higher performance. 

The PPD APS, shown in Figure 6, 

can be seen as a logical improve-

ment of the photogate APS since it 

combines the low noise performance 

achieved by means of CDS with the 

high light sensitivity and low dark 

current of a photodiode [10], [11].

At the right side of Figure 6, one 

can recognize exactly the same struc-

ture as in the APS. An extra (pinned) 

photodiode is added to this pixel, 

which is connected to the readout 

circuit by means of an extra transfer 

gate, TX. In this pixel, the photodiode 

is separated from the readout node. 

The PPD pixel operates as follows:

Conversion of the incoming pho- ■

tons is performed in the PPD.

At the end of the exposure, the  ■

readout node is reset by the reset 

transistor.

A fi rst measurement is done of  ■

the output voltage after reset.

The photodiode is emptied by ac- ■

tivating TX and transferring all 

charges from the photodiode to 

the readout node.

A second measurement is made of  ■

the output voltage after transfer.

The two measurements are sub- ■

tracted from each other (this is 

the CDS step) [8].

The completely depleted PPD has 

several very attractive features:

The kTC noise of the readout  ■

node can be completely cancelled 

by means of CDS.

CDS also has a positive eff ect on  ■

the 1/f noise of the source follow-

er, as well as on its residual off set.

The kTC noise of the photodiode  ■

itself is completely absent be-

cause in case of full depletion, 

the photodiode can be made com-

pletely empty.
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FIGURE 4: Passive CMOS pixel based on 
one in-pixel transistor, RS, used as the row-
selection switch.
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FIGURE 5: Active CMOS pixel based on an 
in-pixel amplifier. The transistors RST and 
RS are used for the resetting and selection 
of the pixel.
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FIGURE 6: PPD CMOS pixel based on an 
in-pixel amplifier in  combination with a 
PPD. RST, RS, and TX are respectively the 
reset, row select, and transfer transistors.

CMOS image  sensors have made signifi cant 
technological progress over the last decade.
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The light sensitivity depends on  ■

the width of the depletion layer 

and consequently will be higher 

compared with a classical photo-

diode because the depletion layer 

of a PPD stretches almost to the 

Si-SiO
2
 interface.

Because of the double junction  ■

(p+n and n-p substrate), the in-

trinsic charge storage capacitance 

is higher, resulting in a larger dy-

namic range.

The Si-SiO ■
2
 interface is perfectly 

shielded by the p+ layer and keeps 

the interface fully fi lled with holes, 

which makes the leakage, or dark 

current, extremely low.

Considering all these advantages, 

it will be clear that the PPD is the pre-

ferred choice for CMOS image sensor 

pixels. Almost all products on 

the market these days make 

use of this pixel architecture, 

and it is the PPD that really 

boosted the introduction of 

CMOS image sensors into com-

mercial products. Apparently 

history is repeating itself, since 

the CCD business also really 

took off  after the introduction 

of the PPD [12].

The active CMOS pixel with 

a PPD is characterized by four 

transistors and fi ve intercon-

nections in each pixel, and 

this “complicated” architec-

ture results in a relatively low 

fi ll factor. From the overview 

sketched in Figure 1, it is clear 

that it is very hard to make pix-

els smaller than 2.5 µm based 

on the PPD concept. The in-

pixel periphery consumes too 

much space. 

An answer to this issue can 

be found in the “shared pixel” 

concept: several neighboring 

pixels share the same output 

circuitry [13], [14]. The basic 

idea is illustrated in Figure 7. 

A 2-by-2 pixel group has in 

common the source follower, 

the reset transistor, the ad-

dressing transistor, and the 

readout node. Aside from 

these components, the clus-

ter of pixels has four PPDs and four 

transfer gates. The pixel timing be-

comes a bit more complicated, but 

the shared-pixel architecture is now 

characterized by eight  interconnects 

and seven transistors, resulting in 

two interconnects and 1.75 transis-

tors per photodiode. 

The positive eff ect on the fi ll fac-

tor should be clear. The price one has 

to pay for the shared-pixel concept is 

an asymmetry in pixel design. The 

four individual PPDs of a cluster like 

that shown in Figure 7 are no lon-

ger perfectly identical to each other: 

within a square area, four PPDs and 

three transistors need to be placed. 

This results in a fi xed-pattern noise 

 component that needs to be corrected 

during the image-processing phase.

Recently reported image sensors 

with pixel sizes smaller than 3 µm 

and even down to 1.15 µm are all 

based on the shared-pixel concept 

with PPDs [13].

Photon Shot Noise
Image sensors are character-

ized by many diff erent noise 

sources, which can be catego-

rized into two groups: sources 

of temporal noise and sources 

of spatial noise. Examples are 

the following:

 Temporal noise: ■  kTC noise, 

Johnson noise, fl icker (1/f) 

noise, random telegraph sig-

nal (RTS) noise, dark-current 

shot noise, photon shot noise, 

power supply noise, phase 

noise, quantization noise.

 Spatial noise: ■  dark fi xed pat-

tern, light fi xed pattern, col-

umn fi xed pattern, row fi xed 

pattern, defect pixels, dead 

and sick pixels, scratches.

An example of fi xed-pattern 

noise is shown in Figure 8: a 

combination of pixel FPN, row 

FPN, and column FPN dominates 

the performance of the sensor 

in dark.

Since it is not the purpose 

of this article to study all these 

sources of noise, only one im-

portant noise component will 

be discussed: photon shot 

noise. This is the noise compo-

nent due to the statistical vari-

ation in the amount of photons 

impinging the sensor during 

the exposure time. This is a 
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FIGURE 7: Shared-pixel concept: A 2-by-2 group of PPDs 
that share the same in-pixel readout circuitry. RST and RS 
are the reset and row select transistors, respectively; further 
selection of the individual pixels is accomplished by means 
of the various transfer (TX) gates.

FIGURE 8: This image was produced by a test device made 
at Delft University of Technology. Clearly visible is the 
column-level fixed pattern noise. In this case, the column 
electronic circuitry is not properly biased. (Courtesy of Delft 
University of Technology.)

It is common knowledge that scaling effects in 
CMOS technology allow the semiconductor in-
dustry to make smaller devices.
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stochastic process that can be 

described by Poisson statistics. 

If a pixel receives an amount 

of photons, equal to µph during 

the exposure time, then this 

value µph is the average value, 

which is also characterized by 

a noise component sph, repre-

senting the photon shot noise. 

The relationship between the 

average value µph and its asso-

ciated noise sph is given by:

sph 5 "mph.

After absorption of the in-

coming photons into the sili-

con, the fl ux of mph photons results 

in me electrons in every pixel, char-

acterized by a noise component se 

and connected by the same square-

root relation.

This ever-present photon shot 

noise component has a very interest-

ing impact on the signal-to-noise be-

havior of an imaging system: in the 

case of a perfectly noise-free imager 

in a perfectly noise-free camera, the 

performance of the camera system 

is fully photon-shot-noise-limit-

ed. The maximum signal-to-

noise ratio (S/N )
MAX

 is then 

given by:

a S

N
b

MAX

5
me

se

5
me

"me

5 "me,

or the maximum signal-to-

noise ratio is equal to the 

square root of the signal val-

ue! This observation leads to 

an interesting rule of thumb: 

to make decent images for 

consumer applications, a min-

imum signal-to-noise ratio 

of 40 dB or more is needed, 

which translates by means of 

the above-mentioned formula 

into 10,000 electrons within 

every pixel. This number tends 

to go down slowly with ex-

tensive image processing and 

image-noise removal.

As CMOS technology con-

tinues to shrink, allowing for 

smaller pixels, the lower limit 

of pixel size will no longer be deter-

mined by the minimum dimensions 

set by the CMOS technology but by 

the number of electrons that can be 

stored in each pixel.

Analog-to-Digital Converters for 
CMOS Image Sensors
It should be clear that in the era of 

digital imaging, most CMOS image 

sensors are provided with an analog-

to-digital converter (ADC) allowing 

the output signal to be accessible 

in the digital domain. Classi-

cal ADC architectures can be 

used in combination with the 

CMOS imager, e.g., fl ash con-

verter, sigma-delta converter, 

successive approximation, 

single-slope ADC, pipelined 

ADC, cyclic ADC, and so forth. 

Only one architecture will be 

discussed in this article: the 

single-slope ADC. This con-

cept is very appealing when 

the CMOS imager is provided 

with an ADC for every col-

umn or even for every pixel. 

In particular, column-parallel 

conversion has some very in-

teresting advantages for high-speed 

applications, because in this case 

the sensor chip has as many ADCs 

as it has columns and all these ADCs 

work fully in parallel [15]–[17].

The basic working principle of 

the single-slope ADC is illustrated 

in Figure 9. 

The analog input signal VIN that 

needs to be converted is compared 

with an analog ramp signal Vramp. A 

digital counter generates the latter. 

At the moment that the two 

voltages VIN and Vramp are equal 

to each other, the comparator 

changes state and latches the 

counter value into a memory. 

The data stored into the mem-

ory will be the digital value 

corresponding to the analog 

input voltage VIN. In the case 

of column-parallel conver-

sion, the imager has a com-

parator and a digital memory 

for every column. The digital 

counter is common for all pix-

els on a single row. 

After digitization, the out-

put signal of the camera will 

have an extra quantization 

noise component sADC that can 

be described by:

 sADC 5
VLSB

"12
,

where VLSB is the analog voltage 

of the least signifi cant bit.

In relation to photon shot 

noise, an interesting observation 
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FIGURE 9: Basic architecture of a column-parallel single-
slope ADC.
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FIGURE 10: Ramp voltage for (a) the single slope and (b) the 
multislope ADC, in relation to the photon shot noise and 
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can be made: the noise fl oor in the out-

put signal of an image sensor is best 

case determined by the photon shot 

noise. The latter will be small for small 

output signals of the sensor but large 

for large output signals of the sensor. 

In the case of a large output signal, the 

quantization error of the ADC does not 

have to be as low as it should be for 

smaller output signals. This idea al-

lows an ADC converter with an adap-

tive quantization step: small for small 

signals, large for large signals. Such a 

scheme can be relatively easily imple-

mented by means of the single-slope 

ADC. In this case the ramp, generated 

 originally by the digital counter, will no 

longer be linear with respect to time 

but will make use of a piecewise-linear 

approach, as shown in Figure 10 [18]. 

In Figure 10, next to the ramp 

itself the photon shot noise is in-

dicated as well as the quantization 

noise. It can be seen that when the 

quantization step is increased, the 

quantization noise is increased as 

well. But as long as it stays well be-

low the photon shot noise, it will 

not hamper the performance of 

the sensor. In this simple example 

(in which the quantization noise is 

kept a factor of two below 

the photon shot noise), the 

ADC is changing from a 

single-slope to a so-called 

multislope ADC. In this 

way, its speed is increased 

by a factor of three with-

out further increasing its 

power consumption. 

Another way to increase 

the speed of the single-

slope ADC is by using a 

single-slope, multiple-ramp 

concept. In this confi gura-

tion, several ramps run in 

parallel. They all have the 

same slope, but they diff er 

from each other by a dc off -

set [19]. Before starting the 

conversion, a coarse ADC 

action is performed to as-

sign every column of the 

image sensor to a dedicated 

ramp. The coarse conver-

sion is followed by a fi ne 

conversion cycle, and at the end both 

results are combined. In Figure 11, 

the multiple-ramp concept is illus-

trated: at fi rst the coarse action takes 

place, and its output is memorized in 

a two-bit memory cell (two bits in this 

example, with four parallel ramps). 

These two bits not only repre-

sent the most signifi cant bits of the 

digital words but also contain the 

information as to which 

ramp the column needs to 

be assigned to for the fi ne 

conversion. During the lat-

ter, the four parallel ramps 

are off ered to all col-

umns, but every column is 

checked against only one 

particular ramp. It should 

be clear that the increase 

in speed is approximately 

equal to the number of 

parallel ramps (disregard-

ing the time needed to 

perform the coarse ADC). 

Figure 12 shows a chip 

photograph of a CMOS im-

age sensor provided with 

a multislope, multiramp 

column-level ADC.

This example of imple-

menting a single-slope, mul-

tiple-ramp, column-parallel 

ADC architecture demon-

strates a key advantage of 
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FIGURE 12: Microphotograph of a test chip designed in one of 
the Delft University of Technology Ph.D. projects. The intention of 
this device was to prove the concept of the multislope, multiramp, 
column-level ADC. (Courtesy of Delft University of Technology.)
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FIGURE 11: Basic architecture of a column-parallel, single-slope, multiramp ADC.

Since it is not the purpose of this  article to 
study all these sources of noise, only one 
important noise component will be discussed: 
photon shot noise.
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CMOS image sensors: one can imple-

ment additional analog and digital 

circuitry on the same chip as the 

imaging core. In the meantime, the 

noise characteristics of the imager 

are taken into account when seeking 

to improve this on-chip circuitry as 

far as speed and power consumption 

are concerned.

Conclusions
CMOS image sensors have made sig-

nifi cant technological progress over 

the last decade. The introduction 

of the pinned photodiode greatly 

boosted their success.  Exploring the 

typical characteristics, needs, and re-

quirements of imaging applications 

can result in very attractive circuits 

and devices that increase the perfor-

mance of the imagers. Because of the 

ever-shrinking dimensions of CMOS 

technology, further integration at the 

column level and even the pixel level 

can make the imagers even smarter 

than they already are.
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